TCSS 372 Fall 2007       
Final Exam: 
Thursday, Dec 13,  4:30 – 6:45
 
Coverage:
Midterm I  Material ( 20% )

Midterm II Material ( 30% )

New material
         ( 40% )

Projects
         ( 10% )

Overdue Submissions:   Deadline is Thursday, Dec 13, 4:30
Course Overview:
Basic Computer Organization, Busses, Hardware & Timing (Chapter 3)
    
Busses

        

Signals – Addr, Data, Control

    

Hierarchical  Bus Structures

    

Bus Timing

   

Physical structure of busses and noise control

   

R/W sequences

    
Sync & Async bus communication

    

Bus master & arbitration 

Caching (Chapter 4)
     
Cache structures

          

Direct

          

Assoc

          

Set Assoc

     
Tradeoff strategies

     
Replacement strategy

          

Write through

          

Write back

Internal Memory (Chapter 5)
     
Types of memory and advantages/disadvantages

     
Memory organization

     

SRAM vs DRAM

        

Timing of DRAM and challenges, SDRAM & RAMBUS

     
Hamming Code

External Memory (Chapter 6)
    
Storage options & tradeoffs

    

Physical description and implications

    
Organization of data 

        

RAID concept – understanding strategies

    
Timing – delay, seek, transfer rate

I/O Devices (Chapter 7)
   
Programming and Interfacing


I/O Controller Organization



Programmed and Interrupt Transfers



DMA


Protocols


I/O Channels

Operating System Support (Chapter 8)

Types


Scheduling



State Model



Queues


Memory Management



Swapping



Partitioning



Paging



Virtual memory and paging tables



Segmentation

Processor Structure (Chapter 12)

Internal memory & data transfer


Instruction Cycle


Pipelining


Branches with pipelining


Predictions

Reduced Instruction Set Computers (Chapter 13)

Large Register Sets vs Cache


Register Windows


Symbolic assignment of registers and conversion to physical registers


CISC vs RISC


RISC Pipeline

Superscalar processors (Chapter 14)

Superscalar vs Superpipelined


Instruction level parallelism issues (Data Dependency, Procedural Dependency, Resource Conflicts, . . )


Instruction issue/execution/completion policies


Windowing


Register Renaming


Committing & Retiring instructions/results

Explicitly Parallel Instruction Computing (IA-64) (Chapter 15)

Predication


Speculation


Software Pipelining

Control Unit Design (Chapter 16)

Control unit organization


Instructions, phases, micro-ops


State machine realization


Hardware implementation

Micro-programmed Control Unit Design (Chapter 17)

Micro-programming organization


Horizontal vs Vertical programming


Sequencing

Hardware vs Software Control Unit implementation

Parallel Processing Computers (Chapter 18)



Taxonomy of parallel machines


Symmetric processor organization


Cache Coherence


Cluster organizations


Non-uniform memory (or Asymmetric processor organization)


Vector/Array  Processors


(To be more complete: Cell Arrays Organizations– we didn’t cover this but should have)

Project 1:  Memory & Bus Design

Timing, addressing


Simulations

Project 2:  Interface design

State machines, Timing

Simulations
